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Simple processes

We want to define a stochastic integral

t
/ HsdBs, where H;s is a stochastic process
0

and (Bs)sepo, 7 is @ Brownian motion, with filtration (Fs)sepo, 7-
Definition

A simple process H = (Hs)sepo, ] is an adapted process with piecewise
constant paths

More precisely, H is of the form

[ Hi(w) forti<s <t
1 Hs(w)_{ 0 fort,<s

o —_— where 0 <fHh <t <...<th <Tand
— | each H;is Fi-measurable and bounded.
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Integral of simple processes

Given a simple process

n—1
Hs(w) = Z Hi(w)l{t,-<5§fi+1}
i=0

we define its integral

T n—1
/ HsdBs = Z Hi(w) (Bfi+1 - Bfi)
0 i=0

andfor t € [0, T] such that §; < t < t,4, we define

t j—1
/ HsdBs = > " Hi(w) (Bi,, — By) + H; (B — By) .
0 i=0

Let us denote Z;(H) = fO’ HsdBs the stochastic process thus defined.



Properties of 1t6 stochastic integral

One verifies that
t — Zy(H) is a martingale (w.r.t. F).

E[T(H)] = E [ I Hsdss] =0
t 2 ty 2
Var(Zy(H)) = E ( s Hsst) —E [ K2 ds]
The quadratic variation of the paths t — Z;(H) is
t
[Z(H)], = / H:ds.
0
The mnemonic rule for the last identity reads

t t 2
d ( / Hsst> = HdB = (d ( / HSdBS>> = (HdB:)? = HZ (dB:)? = Hidt.
0 0

Remark: The integral fOT HsdBs is not (necessarily) a Gaussian r.v.



It6 integral (of the first kind)

By an approximating procedure, using the continuity consequence of

isometry property
t 2 t
E [(/ Hsst) ] —E U Hszds}
0 0

we can define the stochastic integral (of the first kind)

t
/ HsdBs provided that
0

a) t+— H; is adapted to F (non-anticipative)
b) E [foT Hgds] < oo

In this case, all the properties valid for simple processes hold true:
t— fot HsdBs is a martingale (w.r.t. F).

E [Jy HsaBs] =0

2
E [(fo’ HsaBs ) } = E [, Hads]
The quadratic variation of the paths t — fot HsdBs is
[ HsdlBs], = [y Hids.



It6 integral (of the second kind)

By a stopping-time procedure, a stochastic integral of the second kind can be
defined also if

a) t— H; is adapted to F (non-anticipative)
b) f) H3(w)ds < oo for P-a.e. w.

The second condition is weaker than E [fOT Hszds} < oo.

Remark: for integrals of the second kind
t— fO’ HsdBs is a NOT (necessarily) a martingale
the paths are continuous, with quadratic variation until time ¢ still given by

. t
{ / Hsst} - / H2ds.
0 t 0



It0’s processes

We introduce a class of processes for which some stochastic calculus holds.

In some sense we are going to take derivatives and integrate these
processes.

Definition
We call Itd’s process any stochastic process (X):cp, 7] in the form

t t
Xi = Xo +/ Hsst+/ Ksds, forte [0, T].
0 0
where (Hs)sepo, 71, (Ks)sepo, 7] are adapted and

T T
/ Hi(w)ds < oo,/ |Ks(w)| ds < oo, for P-a.e. w.
0 0

For brevity we use the mnemonic “differential” notations

t t
Xi=Xo +/ HsdBs +/ Ksds <+ dX; = HdB: + K:dt
0 0



Given an It6 process
t t
x,:xo+/ HSdBS+/ Kids & dX — HidB, + Kiat
0 0

one can prove that Hs and Ks are uniquely determined by X

In order to calculate the quadratic variation of X, we use the mnemonic rules
(d)? =0, dtdBi =0, (dB;)? = dt.

According to the rules

d[X], = (dX:)? = (HidB: + Kidt)? = H? (dBy)” + 2H;KidBdit + K7 (dt)?
= Hdt

Theorem
The quadratic variation of X = Xo + [ HsdBs + [ Ksds is

t
X], = / H:ds.
0



Integration of It0’s processes

Given an Ito’s process
t t
Xi = Xo +/ HsdBs +/ Ksds
0 0
and any adapted process (Ls)scpo, 77, One can define
t t t
/ LsdXs = / LsHsdBs + / LsKsds
0 0 0
provided that

t t
/ (LeHs)2 ds < oo and / ILoKs| ds < oo,
0 0



“differentiation” of 1t processes - Ité’s formula

A fundamental result in stochastic calculus is It6 formula, which extends the
chain rule for derivatives.

Recall (chain rule)
If

B (Xi)tep,7 is differentiable, with derivative &,

m f: R — R is differentiable, with derivative f : R — R
then the composition f(x;) is differentiable and
d dx ! dx
af(xt) = f/(X’)E’ or f(xt) = f(xo) + /0 f’(Xs)£(s)ds.
In some sense, It6 formula is an extension to Itd processes x; = X;, which are

less regular than differentiable.

The trade-off is that f : R — R must be twice differentiable.



Theorem (It6’s formula)

Let (Xt):epo, ) be an 1td process with “differentials”
dX; = H;dB; + K;dt

and f : R — R be a twice differentiable function. Then f(X;) is an It6 process
with

d (f(X0) = f'(X)dX: + %f”(Xz)d[X]t,

00 = 106)+ [ 00+ [ Fo0d,

t ! t ! 1 f 1!
= f(Xo)+/ f(xs)Hsst+/ f(Xs)sts+§/ '(Xs)H2ds
0 0 0



Idea of proof

Recall that if f is differentiable, we can write a tangent line atany y € R

f(z) = f(y) + f'(y)(z — y) + smaller errors

If f is twice differentiable we can write a “second order” Taylor expansion

f(2)=fy)+Ff(y)z—-y)+ %f”(y)(z — ¥)? + smaller errors
i.e. we approximate the graph of f with a tangent parabola

If we choose z = Xs and y = Xs, we obtain

f(Xs) = F(X) + F(X)(Xs — Xp) + %f”(X,)(X, — Xs)? 4 smaller errors

Summing over a partition and recalling the quadratic variation, i.e.
(Xe — Xs)? ~ [X]t — [X]s =~ d[X]s,

we obtain the result.



Samuelson’s model for the evolution of the value of a financial asset S;:
t t
dS; = Si(udt + 0dBy) < Si=So+ / S,0dB; + / Spudr relo,T]
0 0

S: appears both in the left and right terms =- equation for S.

Example
If the volatility o is equal to 0, the equation becomes

dSt S[,u,dt = — dS = St/L = St Soe’“

dt
The solution in the general case is given by
2
SIZSoeXp(( —?>t+0'31> tG[O,T]

Definition
The process exp ((u — %2) t+ aBt) is called geometric Brownian motion.



Suppose we know that S; is strictly positive and let

Y: =log(S), i.e. Y:i=f(S:), with f(x) = log(x).

Since f'(x) = §, f(x) = —5, we have

1
Si
1

_ 1 g2
3 Si(ndt + odB) 25 Siodt

]
dY: = 595 - 53 d1S),

= pudt + odB; — %azdt

2
=(n— %)dt + odB.

Hence,

2 2
log(S:) = |Og(So)+(,uf%)t+chf, = Si=Spexp ((,u — %) t+ aBt) .



General positive It6 processes

The same proof works if the equation is
as; = S; (thBr + f(tdl‘)
where H;, K; are adapted processes.

The solution is

t H2 t
dS; = Syexp (/ (Ks - f) ds+/ Hsst) )
0 0

Remark

It can be proved that strictly positive every |6 process X; satisfies an
equation of the form

dXt = X[ (H[dBt == K[dt) .



It6 formula — multidimensional case

We extend It6 formula to the vector-valued case (more than one process).

If (B}, B2,...,B?)is a d-dimensional Brownian motion, i.e. d independent
BM'’s, the mnemonic rule is

dBidB! =0, fori#j.
The idea behind the rule above is that, even if each dBj has size V/dt, the
independent oscillation cancel the term.

Recall that a twice differentiable function F : R — R admits at every point
X = (x1,...,%) € R a vector gradient

(59)..,_.

.....

( O*F (X))
Ox'0xI ij=1,...,d

and a matrix Hessian



Theorem (It6 formula — vector case)

Let X', X2,..., X% be It6 processes and F : R? — R be twice differentiable.
Then,

F(X!,X?,...,X") is a Itd process
and

d

d (F(xp,xf,.. ) Z

XX+

d 2 ) :
Z ax/ X7 ,..., XA )d[X', X

where d[X’, X']; is computed accordingly to the mnemonic rules and

d[iX', X = dXax!.



An application

One of the classical formulas of differential calculus is Leibniz rule

d(xeyr) = xi(dyr) + yi(dxi).

For 1t6 processes, we have the following rule obtained choosing F(x, y) = xy:
OF _, OF_,
ax - y7 8}/ - I
FE_, OFF _PF _ OF
02x 7 Oxdy  oyox ' 02y
It6 formula gives

=0.

XiY: = F(X, Vi) = XcdYi + YidX: + dX.aY

In integrated form this gives an integration by parts formula

t t
/ XedYs = X Vi — Xo Yo — / YedXs — [X, Y]
0 0
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